
un
co

rr
ec

te
d

pr
oo

f

Cluster Comput
DOI 10.1007/s10586-016-0684-4

Recent advancements in resource allocation techniques for cloud

computing environment: a systematic review

Syed Hamid Hussain Madni1 · Muhammad Shafie Abd Latiff1
·

Yahaya Coulibaly1
· Shafi’i Muhammad Abdulhamid1

Received: 21 January 2016 / Revised: 28 September 2016 / Accepted: 16 November 2016
© Springer Science+Business Media New York 2016

Abstract There are two actors in cloud computing envi-1

ronment cloud providers and cloud users. On one hand2

cloud providers hold enormous computing resources in the3

cloud large data centers that rent the resources out to the4

cloud users on a pay-per-use basis to maximize the profit by5

achieving high resource utilization. On the other hand cloud6

users who have applications with loads variation and lease7

the resources from the providers they run their applications8

within minimum expenses. One of the most critical issues of9

cloud computing is resource management in infrastructure10

as a service (IaaS). Resource management related problems11

include resource allocation, resource adaptation, resource12

brokering, resource discovery, resource mapping, resource13

modeling, resource provisioning and resource scheduling.14

In this review we investigated resource allocation schemes15

and algorithms used by different researchers and catego-16

rized these approaches according to the problems addressed17

schemes and the parameters used in evaluating different18

approaches. Based on different studies considered, it is19

observed that different schemes did not consider some impor-20

tant parameters and enhancement is required to improve the21

performance of the existing schemes. This review contributes22

to the existing body of research and will help the researchers23
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to gain more insight into resource allocation techniques for 24

IaaS in cloud computing in the future. 25

Keywords Resource management · Resource allocation · 26

Resource selection · Resource scheduling · Resource 27

utilization · IaaS cloud 28

1 Introduction 29

Resource management is the procedure of assigning virtual 30

machines, computing processes, networks, nodes and storage 31

resources on-demands to a set of applications in cloud com- 32

puting environment. Through this way, the whole resources 33

are equally assigned between the infrastructure providers and 34

users of cloud. Cloud providers provide resources efficiently 35

within the limits of the service level agreements (SLAs) [1] 36

to the cloud users. These resources are accomplished with 37

the support of virtualization technologies, which assist them 38

in statistical multiplexing of resources for the clients and 39

applications. 40

Further, resource management helps in synchronization of 41

resources which is emphasized by the management actions 42

and accomplished by the both cloud providers and users. It is 43

the process of resource allocation from resource providers to 44

the resource users on the basis of pay-per-use. It also allows 45

to assign and re-assign resources from the cloud providers to 46

the cloud users where the cloud user can efficiently use the 47

available resources of IaaS [2,3]. 48

In a cloud computing environment there are two actors 49

playing an important role these are cloud providers and cloud 50

users From the perspective of a cloud provider, the providers 51

have a large number of computing resources in their large 52

data centers and they rent out these resources to the users 53

on a pay-per-use basis to maximize the revenue by attaining 54
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Fig. 1 Basic cloud
environment

Fig. 2 Process of resource
allocation

high resource utilization Resources are also in demand for55

the cloud users and applications with dynamic nature which56

are predicted by them. For the cloud users, who have appli-57

cations with fluctuating loads lease the resources from the58

cloud providers and run their applications within minimum59

expenses Every cloud user wants a number of resources for a60

particular task or cloudlet that can maximize the performance61

and have to be finished on time as shown in Fig. 1.62

In cloud computing, resource management is totally based63

on resource allocation. Resource allocation is the procedure64

which is based on the distribution of accessible resources to65

the required cloud application on the Internet in a system-66

atic way [4,5] as depicted in Fig. 2. Moreover, IaaS plays67

an important role in the allocation of resources on-demands68

by supporting the pre-defined resource allocation policies69

to the cloud users. However, if the resources are not allo-70

cated on-demands to the cloud users, their services will not 71

be long lasting. The solution of this problem is to permit 72

the cloud providers to organize the resources of each mod- 73

ule separately. Therefore, resource allocation is considered 74

as a portion of resource management, and it shows a remark- 75

able character in the allocation of resources economically 76

and effectively. 77

Resource allocation in IaaS is a challenging issue due to 78

management and provision of resources in cloud computing. 79

Numerous research contributions have been made, which are 80

focused on limited resources, resource heterogeneity, envi- 81

ronmental requirements, locality limitations and on-demand 82

resources allocation [6–13]. Moreover, the research requires 83

an efficient and effective resource allocation process that is 84

optimum to cloud computing environment. 85
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1.1 Significance of resource allocation86

Resource allocation policies, strategies and algorithms help87

assign or transfer resources that support the both cloud88

providers and users. The following are the resource allocation89

conditions, which should not be adopted during allocation to90

the users [14,15]:91

1. Allocation of on-demand (extra) resources to the user that92

violates the policies of resource allocation.93

2. It is under provisioning situation when the cloud provider94

assigns fewer resources to the user.95

3. Resource congestion occurs, when two or more cloud96

users try to acquire the same resource in a specific97

instance.98

4. Resource destruction occurs, when a countable number99

of resources are available in cloud, but the cloud provider100

does not fulfill the demands of the cloud users.101

5. Resource deficiency occurs when there are limited num-102

bers of resource in cloud.103

Previous survey and review articles in this research field104

investigate resource management, resource allocation,105

resource scheduling, energy efficiency, load balancing,106

resource provisioning, VM allocation, QoS, and security107

in cloud computing. Hence, our major contributions in this108

review paper are as follows:109

• We put forward a systematic literature review of resource110

allocation techniques for cloud computing system.111

• We present taxonomy of current advances in resource112

allocation techniques, while emphasizing on their113

strengths and weaknesses.114

• We chronicle the performance metrics employed for eval-115

uating the prevailing approaches.116

• We describe the previously mentioned future research117

works that guide in shaping the direction for present and118

future research.119

The aim of this categorization is for building the foundations120

for future scholars in cloud computing system. The purpose121

of this review is to analyze the prevailing techniques and for122

understanding their focus of work. This is essential to develop123

additional suitable techniques which could be an enrichment124

of the existing techniques or taking benefits from earlier stud-125

ies. The brief prefatory part of the review is followed by a126

structured argument spanning over the sections as follows:127

Sect. 2 discusses the related work of resource allocation in128

cloud computing. Section 3 elaborates the research method-129

ology implemented in the paper, whereas Sect. 4 analyses130

and categorizes the existing studies of resource allocation131

for IaaS cloud computing. The resources and parameters132

used to evaluate existing literatures are presented and ana-133

lyzed in Sect. 5. In Sect. 6, we present the future research 134

areas in cloud computing environment, while last Sect. 7 135

summarizes the conclusion and provide recommendations 136

for further research in this direction. 137

2 Related works 138

There is an increasing interest being shown by the global 139

research community on resource allocation in cloud com- 140

puting. The current researches and reviews are drawing the 141

attention of researchers and practitioners towards resource 142

allocation attainment. Therefore, this review presents exist- 143

ing contributions which have been made in resource manage- 144

ment for IaaS cloud computing. Manvi and Krishna Shyam 145

[6] focus on resource adaptation, allocation, provisioning 146

and mapping. It is perceived that there are many issues to 147

be addressed in cloud resource management with respect 148

to flexibility, scalability, adaptability, customization and 149

reusability. Moreover, Bi et al. [16] also investigate various 150

parameters such as delay, bandwidth overhead, computation 151

overhead, reliability, security and Quality of Experience. 152

Similarly, Chana and Singh [7] state that major problem 153

concerned with resource allocation is assigning and schedul- 154

ing of the resources in an efficient way to achieve the QoS 155

performance goals as identified by SLA. Moreover, instead 156

of cloud computing infrastructure, it is mandatory for the 157

cloud providers to observe and examine the modifications in 158

resource demand. Consequently, a cloud provider helps in 159

the allocation and transfer of resources in CPUs and takes a 160

decision regarding the acceptance of upcoming request while 161

keeping in view the available resources [17]. However, ele- 162

ments which monitor the accessibility of system resources 163

plays a significant role in observing the QoS requirements 164

and user request, resources usage pricing, follow up and 165

improvements via determining the real usage of resources 166

and ends up by making the resources allocation a complex 167

task. 168

Resource allocation has gained more relevance in cloud 169

computing as its policies and algorithms affect the cloud 170

performance and cost. Ma et al. [8] present five key issues 171

in cloud computing based on energy aware provisioning, 172

locality aware task scheduling, reliability aware scheduling, 173

Software as a Service provisioning and workflow scheduling. 174

However, these are further sub-divided as cost provision- 175

ing, performance provisioning and cost performance provi- 176

sioning. Cloud resource policies regarding allocation and 177

scheduling are described while keeping in view the con- 178

cerned parameters. Therefore, a detailed analysis of five 179

specified problems along with descriptive algorithm has been 180

done. Regardless of this, future research in resource com- 181

puting should further address the challenges of allocation 182

and scheduling of resources regarding data locality in task 183

scheduling and load balancing in cloud computing [18]. 1184
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The guidelines and directions related to energy aware185

resource allocation of information communication technol-186

ogy (ICT) in cloud computing data center is identified187

[19], a modern and well-equipped research organization188

concerned about policies regarding resource adaption, objec-189

tivity, methodologies concerning allocation and operation.190

However, it plays an important role in the classification of191

current literature and application of procedures for analyt-192

ical surveys as the current literature debates regarding its193

advantages and disadvantages. However, resource allocation194

is considered as an interesting issue from the cloud provider’s195

point of view [20]. Keeping in view, the various QoS lev-196

els cloud providers normally deal with virtualized resources.197

Cloud computing shares the physical resources in the form of198

virtual resources among the cloud users. In view of this, allo-199

cation policies and strategies need to allocate the resources200

in a way to overcome the demand of users in an economical201

and cost-effective way, side by side fulfilling the QoS prior202

requirements [21].203

The research work carried out in Huang et al. [22] present204

the current resource allocation policy, job scheduling algo-205

rithms along the concern issues of cloud environment and206

propose a methodology based on the solution. However,207

performance improvements concern with detail resource208

allocation strategy consists of failure law, vibrant resources209

for various assignments concerned with integrity ant colony210

optimization algorithm for resource allocation. Moreover,211

dynamic scheduling algorithm stands on the threshold, opti-212

mize genetic algorithm with multifaceted and enhance ant213

colony algorithm for job scheduling. Because of the con-214

venience of predictable resources, it is necessary for the215

cloud providers to organize and distribute the resources to216

the cloud users on fluctuating demands [9]. An efficient217

resource allocation procedure always fulfills the standards218

that are QoS aware resource utilization, less expense and219

energy consumption. The main motive of resource alloca-220

tion is to increase the revenue for the cloud providers and221

to reduce the charges for the cloud users in cloud comput-222

ing.223

The specifications of SLA as it demonstrate a suitable224

level of granularity named as tradeoffs between the clarity225

and intricacy. In this regard, to overcome the expectations of226

consumers it aims at simplified verification and evaluation227

procedure which is forced by resource allocation mecha-228

nism on cloud [23]. However, few researchers show the229

survey results of various methodologies for the solution of230

resource allocation problem [10]. Moreover, resource alloca-231

tion methodology consists of dynamic self-directed resource232

management to provide the scalable, flexible and reduced233

allocation cost and size. It is multi-agent system consist of234

compound judgment analysis criteria, graph methods, opti-235

mization, simulation prediction, service oriented architecture236

and theoretical formulation.237

Mohan and Raj [11] explain that capability of alloca- 238

tion, its resources management and energy utilization ends 239

up with an exigent strategic goal. Moreover, some strategies 240

have been specified for future researchers. Thus, a suitable 241

methodology regarding the distribution of virtual machines 242

plays a vital role in the maximization of energy conservation 243

as it can be further extended to high level of competen- 244

cies [24]. Moreover, SLA parameters have the capacity to 245

be improved in various ways in order to enhance the effi- 246

ciency level. Regardless of this, scheduling and application 247

exploitation has attained remarkable attention in cloud, for 248

realizing the objectives of efficient energy transmission in 249

resource allocation. 250

A survey of the state of the art in the VM allocation prob- 251

lem relating to problem models and algorithms is presented 252

by Mann [25]. Further, survey used the problem formula- 253

tions, optimization algorithms, highlights the strengths and 254

weaknesses, and point out areas that need to be further 255

researched. Hameed et al. [12] and Akhter and Othman 256

[26] classify the open challenges related to energy effi- 257

cient resource allocation. Firstly summarize the problem 258

and existing methods available for this purpose. In addition, 259

available methods previously proposed in the literature are 260

precised, with the benefits and drawbacks of the existing tech- 261

niques. Besides numerous resource allocation approaches 262

in literature emphasizes on open concern issues and future 263

guidelines. Mustafa et al. [13] present a comprehensive 264

review of resource management techniques that is based on 265

the major metrics and illustrates their comprehensive taxon- 266

omy based on the distinct features. It points out the evaluation 267

parameters and steps that are used to analyze the resource 268

management methods. 269

3 Research methodology 270

This section presents the research steps followed to perform 271

this review. It highlights the motivating factors for conduct- 272

ing this systematic review according to Moher et al. [27] and 273

elaborates the review methodology in detail by SLR guide- 274

lines of Kitchenham et al. [28]. According to these authors, 275

the research methodology for systematic review should con- 276

tain the research questions which the current study attempts 277

to answer. Various strategies are employed for searching the 278

most significant research works like search strings and the 279

chosen digital libraries. Finally, the selection of the existing 280

studies is done through a set criteria. 281

3.1 Data sources 282

The review procedure involves the formulation of research 283

questions, a search of different databases, analysis and identi- 284

fication of the different techniques. The research methodol- 285
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Table 1 Databases sources

Source URL

ACM Digital Library URL:http://dl.acm.org/

IEEE Explore URL:http://ieeexplore.ieee.org/

DBLP URL:http://dblp.uni-trier.de/

Google Scholar URL:https://scholar.google.com/

Science Direct URL:http://www.sciencedirect.com/

Scopus URL:https://www.scopus.com/

Springer URL:http://www.springer.com/

Taylor & Francis URL:http://taylorandfrancis.com/

Web of Science URL:https://apps.webofknowledge.com/

Wiley Online Library URL:http://onlinelibrary.wiley.com/

ogy adopted in this paper also requires finding of relevant286

papers from a variety of databases (such as ACM Digi-287

tal Library, IEEE Explore, DBLP, Google Scholar, Science288

Direct, Scopus, Springer, Taylor & Francis, Web of Science289

and Wiley Online Library) as shown in Table 1 and a list of290

different questions that are to be addressed in Table 2. It is291

further refined by the identification of primary studies, then292

applying certain inclusion criteria and after that evaluating293

the results.294

3.2 Search strategy295

This study started in Jan 2015 and decision for searching for296

the required research works from Jan 2008 to Dec 2015. In297

generally, cloud computing publications started around 2008,298

so we decided to search for researches on resource allocation299

in cloud computing in the period from 2008 to 2016.300

On the basis of the topic and the proposed research ques-301

tions, we define the searching keywords as a first step to302

formulate the search string. We are also considered the303

search terms “resource allocation”, “Infrastructure as a Ser-304

vice”, “IaaS”, “cloud” and “cloud computing” as the main305

keywords. We use the logical operators AND and OR for con-306

necting the main keywords. Eventually, after several tests, we307

choose the following search string that gives us the sufficient308

amount of related research studies: (“resource allocation”309

* “Infrastructure as a Service” + “IaaS” * cloud + “cloud310

computing”).311

Quick search strategy is used to make this research up-to-312

date and well-intentioned in the area of cloud computing. For313

this purpose, we have used the quick search strategy to add314

recent 2015–2016 publications for this research by using the315

filtering tools in the databases. After using the quick search316

strategy, we considered the publication from 2008 to 2016317

overall.318

3.3 Research questions319

Table 2 lists the different research questions and their corre-320

sponding motivations.321

Table 2 Research questions and motivations

Questions Motivation

Why resource allocation is
necessary for cloud
computing?

It helps to understand the
implications of resource
allocation in IaaS cloud
computing

How resource allocation is
beneficial for IaaS cloud
computing?

It helps to enhance the benefits
and achievement for the both
cloud users and providers in
IaaS cloud computing

What are the existing strategies,
policies, and algorithms for
realizing resource allocation
in IaaS cloud computing?

Many techniques are discussed
to ensure resource allocation
in IaaS cloud computing with
a thorough review,
categorization and
comparison of existing
techniques

Which resources and
parameters are more
considered during resource
allocation?

It helps to analyze the
recourses and parameters that
are more important for the
cloud users and providers in
resource allocation for cloud
computing

How optimum resource
allocation is achieved through
existing strategies, policies
and algorithms?

It helps in locating the
ambiguities which are
responsible for resource
allocation in cloud computing

Which research gap remains
unaddressed in the field of
resource allocation in IaaS
cloud computing?

This review article will help
future researchers to
understand clearly the current
status, need and future
requirements for resource
allocation in IaaS cloud
computing

3.4 Study selection procedure 322

The methodology used in this review starts with the defini- 323

tion of the research questions listed in Sect. 3.2. The search 324

keywords help in refining the selection and search process. 325

Only studies written in the English language are considered. 326

After finding appropriate literatures, an analysis of resource 327

allocation in IaaS is conducted for this systematic review. 328

The study selection process is shown in Fig. 3. The search 329

process ends very comprehensively to ensure the complete- 330

ness of this review. Most of the studies were screened out 331

because their titles were not relevant to the selection criteria 332

or abstracts were not related to be incorporated in this review. 333

As shown in Fig. 3, the initial search resulted in a total of 1332 334

studies, which were condensed to 426 studies on the basis of 335

their titles, and 229 studies on the basis of their abstracts. 336

After that, 229 selected studies were reviewed thoroughly 337

for obtaining a final list of 159 studies on the basis of their 338

content. 339
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Fig. 3 Study selection process

Table 3 Studies inclusion/exclusion criteria

Inclusion criteria Exclusion criteria

The study focuses on resource
allocation in cloud computing

The study does not focus on
other resource management
issues in cloud computing

The study considers the
Infrastructure as a Service
(IaaS) for resource allocation
only

The study does not consider the
Software as a Service (SaaS)
or Platform as a Service
(PaaS)

The study is written in English
only

The study is not written in the
English language

The study is peer reviewed and
published in scholarly society

The study is not peer reviewed
such as workshop,
descriptions and technical
reports

The study is published in
well-reputed Journals or
Conferences

The study is not published in
the form of books, abstracts,
editorials or keynotes

3.5 Studies inclusion/exclusion criteria340

For selecting the related important studies, the inclusion and341

exclusion criteria are applied. On the basis of the set criteria,342

the primary research studies are selected after going through343

the title, abstract and full content of the studies for ensuring344

that the results are related to the research area of this current345

research work. The inclusion and exclusion criteria, which346

used in this current systematic review is defined in Table 3.347

4 Analysis of the studies348

In this section, the review findings are explained. The key349

characteristics of existing resource allocation techniques for350

IaaS cloud computing are listed. The techniques are grouped351

into two main groups including strategic based and paramet- 352

ric based resources allocation. Furthermore, classify these 353

groups into different subcategories and detailed classifica- 354

tions are presented as shown in Fig. 4. The objective of this 355

categorization is to build the base of the resource allocation 356

for future research in cloud computing. 357

4.1 Strategic based resource allocation 358

Strategic based resource allocation are further categorized 359

into three groups including the artificial intelligence resource 360

allocation, dynamic resource allocation and predicted 361

resource allocation on the basis of techniques’ behaviour and 362

environment. The details of the categorization listed above 363

are as follow. 364

4.1.1 Artificial intelligent resources allocation 365

Artificial intelligence is an area of cloud computing that 366

emphasizes the creation of intelligent methodology that work 367

and react like humans for resource allocation. This encom- 368

passes the application and development of artificial intelli- 369

gent techniques, including resource allocation into aspects of 370

autonomous and intelligent systems, nature-inspired intel- 371

ligent systems, aspects of operational research, machine 372

learning, neural networks, agent based system and expert sys- 373

tems [18]. With artificial intelligence, the chances of error and 374

failure rate are almost zero, greater precision and accuracy 375

are achieved for resource allocation in IaaS cloud computing. 376

Infrastructure as a service (IaaS) is responsible for the 377

right to use to computing resources by establishing a vir- 378

tualized cloud environment. Resources are easily leased to 379

the cloud users. Still, due to a finite amount of resources, 380

cloud provider cannot fulfill all the leases. Panda and Jana 381

[29] recommend an algorithm for resource allocation in IaaS 382

cloud, which is designed by using the innovative method of 383

the alert time. Firstly, this one deals with the alert time to 384

distribute the leases and then services transaction to reor- 385

ganize the previously existing leases in case a lease is not 386

scheduled through the alert time. By this tactic, resource allo- 387

cation advance to provision the sensitive deadline leases by 388

decreasing the denial of the lease, in discrepancy to dual 389

current algorithms via Haizea. Correspondingly, Shyam and 390

Manvi [30] propose an efficient resource allocation scheme 391

using cloud provider’s resource agent and cloud user’s task 392

agent in IaaS Cloud. With maximizing the resource utility, 393

reducing the total cost, and preserving the QoS, the minimum 394

usage of the amount of VMs is ensured. The Best Fit method 395

increases the ratio of VM placement, which provides benefits 396

to the both cloud providers and users. As well, the allocation 397

of VMs with numerous resources determines a vital portion 398

in enhancing the energy efficiency and performance in cloud 399

data center. It helps in minimizing the usage of energy in 400
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Fig. 4 Categorization of resource allocation in cloud computing

the data center. The Particle Swarm Optimization algorithm401

proficiently enhances the energy efficiency for VM alloca-402

tion with numerous resources. But the techniques consider403

only the resource including processing and storage [31].404

In [32], a innovative architecture for IaaS cloud comput-405

ing system where the VM allocation of VMs are performed406

by genetical weight maximized the neural network. In such407

condition, the load of each PM in the data center is based on408

the information of resources. The neural networking fore-409

cast the load of PM in data center in future depends on410

past loads. It helps in the allocation of VM for choosing the411

right PM. The evolution is performed on the basis of the per-412

formance of genetical weight maximized Back Propagation413

Neural Network (BPNN), Elman Neural Network (ELNN)414

and Jordan Neural Network (JNN) for accurate forecasting.415

Meanwhile in [33], the resource optimization and manage-416

ment in the existing state of the art is used by Ant Colony417

Optimization (ACO), which fulfills the requirement of cloud418

computing infrastructure. The proposed algorithm predicts419

in advance the available resources and makes estimation of420

the required bandwidth. Moreover, it also guesses network421

quality and response time. However, Li and Li [34] present422

the combined optimization of efficient resource allocation423

for Software as a service (SaaS) and Infrastructure as a ser-424

vice (IaaS), accomplished with an iterative algorithm in cloud425

computing. Suggested joint optimization algorithm for profi-426

cient resource allocation is compared with additional existing427

algorithms, experimental results show a better performance.428

The resource allocation and its management in cloud429

computing are the major challenging tasks in the current430

research. The numerous contributions have been done to 431

address the problems of cloud computing environment. 432

Therefore, Vernekar and Game [35] presents a Component 433

Based Resource Allocation Model which uses the concept of 434

Hierarchical P2P scheme. The Hierarchical P2P scheme is 435

based on Metascheduler and Superschedule. The various vir- 436

tual organizations (VOs) work as grid backbone for resource 437

distribution in cloud computing among the users. The VOs 438

are comprised of various nodes with the highest confirmation 439

such as Metascheduler and Superscheduler. The Metasched- 440

uler node maintains the information about the nodes in a 441

table known as Available Node LIST (ANL). The selection 442

of the Metascheduler and Superscheduler nodes in the cloud 443

nodes are based on the capacity degree. Vernekar and Game 444

[35] model is suitable for resource allocation and can add 445

more nodes in cloud without interruption of the underlying 446

processes. 447

Wang et al. [36] address the cloud providers’ issue of 448

VM allocation to PM efficiently by reducing the energy 449

consumption. Existing approaches are applied for VM alloca- 450

tion without considering the migration cost. A decentralized 451

multi-agent based VM allocation method is presented, which 452

is based on an auction-based and negotiation-based VM 453

allocation method. It is designed for the decision of VMs 454

allocation to PMs and exchanges the allocated VMs for 455

saving the energy. Proposed approach is evaluated in both 456

static and dynamic simulations. For migration cost, the 457

approach show the outperformed than comparison tech- 458

niques in both environment, but in term of energy cost results 459

are same to comparison technique in dynamic environ- 460
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Table 4 Artificial intelligent resource allocation

Reference Algorithm, policy or
strategy

Problem
addressed

Improvement/
achievements

Weakness/
limitations

Panda and Jana [29] Alert time based
resource allocation
(ALT RA)

VM allocation
and placement

Better
performance

Considered only four
nodes

Shyam and Manvi [30] User cloudlet agent VM allocation Improved
performance

Need more agent for
searching

Provider resource agent

Best fit approach

An-ping and Chun-xiang [31] Particle swarm
optimization algorithm

VM allocation Minimize energy Compare with
traditional algorithms

Radhakrishnan and Kavitha [32] Genetic algorithm (GA) VM allocation To select a right
system for
launching VM

CPU time is not satisfied

Li and Li [34] An iterative algorithm Efficient resource
allocation

Increase resource
utilization

The execution the
success ratio is not
better than other
compared algorithm

Resource allocation
algorithm for cloud
users, IaaS provider
and SaaS provider
(RASP)

Liang et al. [33] Ant colony optimization
algorithm

Resource
allocation for
computing

Improve
performance

Depend on the grid
system

Vernekar and Game [35] A component based
resource allocation
model

Resource
allocation for
future

Helpful in the
future resource
allocation

Not implemented in
practically yet

Wang et al. [36] Algorithm 1:
auction-based VM
allocation

VM allocation minimize energy
and migration
time

In the dynamic
environment results
are same to the
comparison technique
in term of energy

Algorithm 2: compute
profitable swap

Algorithm 3: swap
contract

Algorithm 4: cluster
contract

ment. Hence it shows better results in a static environment.461

All artificial intelligent resource allocation techniques are462

shown in Table 4. A comparison is mentioned of the exist-463

ing techniques as per the operating environment, allocation464

algorithms, policies and strategies for using with elemen-465

tary advantages and disadvantages. Further resources and466

parameter used for artificial intelligent resource allocation467

are presented in Table 13.468

4.1.2 Dynamic resource allocation469

To handle the fluctuating demands of the cloud users are con-470

sidered a problematic issue in cloud computing. Dynamic471

resource allocation techniques are used to manage and ful-472

fill these unstable demands according to the requirement of473

users’ need in different scenarios and workloads [37]. Also 474

provide guarantee the QoS for avoiding the SLA violence 475

[38]. 476

Saraswathi et al. [39] recommend an innovative method 477

for implementation of high priority tasks. This method 478

ignores formation of the latest VMs for the implementation 479

of the newly arrived task. The proposed algorithm does a 480

high priority task in the VM that leads to the suspension of 481

low priority task. Again, begin the suspended task if any of 482

the VM where task is fully completed. This method has lit- 483

tle overhead to execute all tasks comparing with creating 484

a new VM.Moreover, to resolve the problematic issue of 485

enormous amount of messages produced during resources 486

allocation, a dynamically hierarchical resource allocation 487

algorithm (DHRA) is suggested. The suggested algorithm 488
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meets large-scale application service demand with increasing489

system reliability in cloud computing. With evaluating and490

testing, the DHRA’s effectiveness and feasibility is shown,491

and communication traffic and messages are condensed [40].492

Also, Wolke and Ziegler [41] evaluate the applicability of493

Dynamic Server Allocation Problem (a linear Program) in a494

deterministic environment. DSAP calculates VM allocations495

and live migrations on workload designs identified a priori.496

Simulations calculate both test bed structure of experiments497

and efficiency. Experimental consequences show that models498

are fairly precise using the live migration and demand of the499

servers, but deliver individual estimates the QoS roughly.500

An effective dynamic resource allocation based on learn-501

ing model is proposed to obtain accounting management502

system through quality of service standards framework503

(QSSF). Also, the dynamic bilateral game and resources auc-504

tion strategies are also assumed to influence the interesting505

relationship between cloud providers and users effectively506

so as to allocate resources to these cloud users with a higher507

request [42]. To reduce the energy consumption and efficient508

allocation of resources with achieving optimal system effi-509

ciency by using the cloud-based learning model. Results of510

simulation express that the resources and energy of cloud511

data centers are efficiently utilized more through the reason-512

able distribution of resources and energy usage or storage.513

Further, Zhang et al. [43] suggest a framework for the dynam-514

ically allocation of the resources to see the demands of the515

cloud users. In the meantime, the response time of each user’s516

request has been made assured and the service providing517

rate is also reserved for the users in the locality of fixed518

value. Similarly, IaaS performance management architecture519

is presented and it describes the primary application, which520

depends upon OpenStack by Ali et al. [44]. The fundamental521

structures are a group of managers that distribute resources to522

user requests and collaborate to complete an initiated objec-523

tive of management. The manager intentions hold typical524

components that substantiate for a precise objective of man-525

agement. Then for the two specific objectives efficiency and526

cost estimate a prototype implementation.527

Likewise, to assign/transfer the resource of IaaS, a novel528

resource allocation algorithm dependent on ant colony opti-529

mization (ACO) is developed by [45], in cloud computing.530

Firstly, the new ACO algorithm foreseen the ability of the531

possibly existing resource nodes then, it examined some532

aspects of instance network qualities and response times to533

accomplish a set of optimal compute nodes. In conclusion,534

the jobs are dispersed to the appropriate nodes. In the same535

way, an innovative multi cloud resource allocation algorithm,536

depend upon Markov decision process (MDP), proficient of537

dynamic allocation the resources including the computing538

and storage, with the intention of increasing the estimated539

profits of cloud management broker (CMB). While respect-540

ing the user requirements, since minor costs for the broker541

suggests an improved profitable contract to the cloud user 542

[46]. 543

A resource allocation method can prevent the overloading 544

problem in the system effectually while reducing the quan- 545

tity of servers load. In fact, the term of skewness is used 546

to calculate the irregular utilization of the servers famil- 547

iarized by Xiao et al. [47], also develop a load prediction 548

algorithm that is used for sensed load the upcoming resource 549

usages of applications precisely, deprived of VMs consid- 550

eration. Further, Dai et al. [48] offer an inventive dynamic 551

resource allocation algorithm for the VM, with assistance 552

policy. Firstly, plan the model that is used for estimated 553

the resource allocation problem hypothetically and further 554

presented a heuristic information based algorithm with the 555

collaboration of all the processing nodes. Simulation based 556

experiments conduct for the determination of evaluating and 557

appraising novel algorithm based on collaboration policy, to 558

estimate the algorithm’s performance. The outcomes real- 559

ize that the proposed algorithm could be used for fast and 560

effectively resource allocation as well as achieving higher 561

performance. Also, On-demand resources allocations to mul- 562

tiple users in various timing and distribute the workload in 563

a dynamic environment is one of the challenging jobs of the 564

data centers and cloud infrastructures. Therefore, the time- 565

series model based minimum cost maximum flow (MCMF) 566

algorithm is proposed in a study [49]. The proposed algo- 567

rithm predicates multiple users’ requirements in advance and 568

outperforms the modified Bin-Packing algorithm in terms of 569

scalability. 570

Various research contributions are focused on the resource 571

allocation problems. The problems include resource opti- 572

mization, simulation, distributed multi-agent systems, and 573

SOA. These problems are solved with the assistance of 574

multi-agent system and criteria decision analysis; predic- 575

tion, graph and theoretical formulation, and service-oriented 576

architecture [50]. Moreover, the dynamic and autonomous 577

resource management help in assigning of resource alloca- 578

tion to users that assist in scalability, and flexibility. This 579

dynamic resource management reduces the cost of resources 580

allocation. A more related issue in clouds is to connect vari- 581

ous clouds to distribute the workload. In a study, Wuhib et al. 582

[51] propose an architecture for IaaS performance manage- 583

ment and describe a preliminary execution, which is done 584

by OpenStack. The basic building blocks are a set of con- 585

trollers that allocate resources to applications and collaborate 586

to accomplish the management objective. The controller 587

designs comprise generic mechanisms that instantiate for 588

specific management objectives, including the efficiency 589

and cost estimated a prototype implementation for com- 590

puting resources only. In this content, a system-orient and 591

focus on how to achieve system-level management objec- 592

tives and implement a system of collaborating controllers 593

in a dynamic environment. On the contrary, resource allo- 594
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cation on-demands among the cloud users virtually helps in595

reducing the processing cost and engages minimum nodes596

for application processing. This approach is adopted in597

multi-dimensional resource allocation [52]. Moreover, the598

two-stage algorithm follows for a multi-constraint program-599

ming problem.600

On-demand resource allocation to the users from the sin-601

gle cloud provider is a challenging job due to high energy602

consumption. Besides this, to generate enough revenue and603

satisfy the user’s needs. Zhang et al. [53] use the model pre-604

dictive control (MPC) on the basis of discrete-time optimal605

control which helps to find the solutions. Additionally, the606

development of perfect information model produces on the607

use of strict conditions. However, the development of the608

model fails due to the lack of the limited knowledge which609

is distributed on a large scale in the cloud. Various bid pro-610

portion models and game theories are used which help in611

the development of information model. The Bayesian nash612

equilibrium allocation (BNEA) algorithm is proposed by613

Teng and Magoulès [54], which satisfy the heterogeneous614

demands of the cloud users. The proposed algorithm out-615

performs regarding resource allocation to the cloud users616

which helps in the development of perfect information sys-617

tem. Further, The issue of optimal resource allocation in618

virtual data centers (VDCs) for four illustrious management619

objectives are fair allocation, load balancing, service differ-620

ence and energy consumption [55]. For a key organizer, the621

Dynamic Placement Controller, a comprehensive disperse622

design based on a gossip protocol that shift among manage-623

ment objectives. Wuhib et al. [55] test the dynamic placement624

of VDCs for a large cloud beneath fluctuating load and VDC625

churn over and done with simulation. Simulation outcomes626

show that this controller is highly scalable and effective for627

the management objective measured. Table 5 compares the628

techniques according to the dynamic demand of resource in629

cloud computing, while parameter used for dynamic resource630

allocation are presented in Table 14.631

4.1.3 Predicted resource allocation632

Sometimes predicting the users’ demand for the future, influ-633

ential resource requirements using automatically assigning of634

resources are considered substantial for resource allocation635

in cloud computing. For these purposes, predicted resource636

allocation is applied to allocate or reserve the resources for637

the future before they are needed [56] . It is significant and638

essential for effective resource allocation in IaaS cloud com-639

puting [57].640

An adaptive, effective and simple framework is recom-641

mended for precise workloads prediction and saves energy in642

cloud centers. It is a combination of machine learning cluster-643

ing and stochastic theory, which predicts VMs’ demands and644

cloud resources related to every demand. It helps to increase645

the accuracy over time and neglects the requirement for fre- 646

quents model that suffers the other approaches. It is also 647

appropriate for energy aware resource management decisions 648

in cloud data centers. Google data traces are used to calcu- 649

late the efficiency of proposed framework [58]. Moreover, in 650

cloud computing, Vasu et al. [59] focus to design, evaluate 651

and implement a neural load predicted method for optimum 652

resource allocation. The main objective is to minimize the 653

energy consumption for virtualized networks. The proposed 654

method indicates a relatively precise prediction methodology 655

that predicts the load for future, by using the previous history 656

of the servers. It makes sure that the demand is assigned to 657

an optimum server, which is deserved to finish the job with 658

less usage of energy and resource wastage. Further, Wang 659

et al. [60] design an energy conserving resource allocation 660

scheme with prediction (ECRASP) for VM allocation to PM 661

in cloud computing. It predicts the trends of arriving job 662

and related features for the future demand, which helps the 663

system to take sufficient decisions. Numerical results show 664

that the proposed scheme outperformed as compared to con- 665

ventional algorithms for resource allocation to enhance the 666

energy consumption. 667

An auction based online (AO) mechanism is designed for 668

VM allocation and pricing issue that considers various kind of 669

resources including the VM, CPU and Storage in cloud. The 670

proposed online mechanism is invoked the resource avail- 671

ability, selection and updating status with the demand of the 672

cloud user. It also estimates the price for the cloud users 673

against the usage of required resource of their demand. The 674

simulation results show that proposed mechanism achieves 675

the faster quick response, maximum revenue and incentive 676

compatibility, which are critical in case of online services 677

providing in cloud [61]. In addition, Goutam and Yadav [62] 678

present an effective algorithm for fault tolerance, which is 679

used for advanced reservation of resources by considering 680

the deploying of service for multiple SLA. Firstly, it checks 681

the availability of resources locally, if resource is available 682

or free then it is allocated to users. In case, if resource is 683

not available or free then check the preempt-able resource 684

and moves towards allocation, otherwise request put in wait- 685

ing list as an advanced reservation. It is simulated by local 686

simulation for fault tolerance, deployment of service and uti- 687

lization of resources. 688

An online greedy allocation with reservation (OGAWRR) 689

mechanism is proposed by Wu et al. [63] for IaaS private 690

clouds. This mechanism provides the service guarantees for 691

job completion according to the cloud users’ demand. It 692

adopts separate VM reservation method for flexible jobs 693

and inflexible jobs. To enhance the allocation of efficiency, 694

continuous and discontinuous reserving method are used. 695

Finally, it is evaluated using data from RIKEN integrated 696

cluster of clusters (RICC) and shows the better result for 697

VM allocation and user satisfaction [64]. Similarly, Gu et 698
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Table 6 Predicted resource allocation

Reference Algorithm, policy or
strategy

Problem addressed Improvement/
achievements

Weakness/
limitations

Dabbagh et al. [58] Energy aware resource
provisioning framework

VM allocation Save energy for the
data centers

Focus only on cloud
providers

Goutam and Yadav [62] Algorithm 1: forming a task
list based on priorities

Preemptive resource
allocation

Improve the
deployment of
service fault
tolerance and
utilization of
resources

Allocation is based on high
priority

Algorithm 2: priority based
scheduling algorithm

Algorithm 3: advanced
reservations and
preemption based cloud
min–min algorithm

Algorithm 4: algorithm for
fault tolerance

Gu et al. [65] Latest reservation online
(LRO) mechanism

Online VM
allocation

Improve the
performance

Mechanism focus only one
VM per time unit

Mashayekhy et al. [61] Auction based online (AO)
Mechanism

Online VM
allocation

Improve the
performance

Mechanism does not
forecast future demand

Vasu et al. [59] Fast up slow down (FUSD)
algorithm

Load prediction and
energy
consumption

Maximize the
utilization

Only focus on server and do
not consider CPU,
Storage and VMsBack propagation

Wang et al. [60] Energy conserving resource
allocation scheme with
prediction (ECRASP)

Energy consumption Improve the
performance

Not implemented in
practically yet

Wu et al. [63] Online greedy allocation
with reservation
(OGAWR) mechanism

Online VM
allocation

Improve the
performance

Do not cloud computing
system for the simulation

al. [65] use the latest-reservation online (LRO) Mechanism699

for enhancing the social welfare in resource allocation in700

IaaS private clouds. Various predicted resource allocation701

techniques are compared according to various metrics and702

primary differences are listed in Table 6 and used resources703

and parameters in these techniques are presented in Table 15.704

4.2 Parametric based resource allocation705

Parametric based resource allocation is classified into further706

six diverse groups containing the cost aware resource allo-707

cation, efficiency aware resource allocation, load balancing708

aware resource allocation, power aware resource allocation,709

QoS aware resource allocation and utilization aware resource710

allocation.711

In briefly, cost aware resource allocation focuses on the712

overall cost, which includes the cloud providers’ profit and713

revenue, users’ expenses and prices of resource. Efficiency714

aware resource allocation attentions on the efficiency to715

enhance the performance by minimizing the execution and716

response time, maximize the bandwidth or speed and prior-717

ity. Load balancing aware resource allocation emphases on718

workload to the distribution of resources to the several users719

in various data centers. Power aware resource allocation con-720

centrates on the green computing to reduce the energy and 721

heat consumption in the data centers. QoS ware resource 722

allocation deliberates on the improvement of services for the 723

cloud user in term of availability, fault tolerance, reliabil- 724

ity, recovery time, throughput and SLA violation. Utilization 725

aware resource allocation emphases on utilization to increase 726

the usage of cloud resources, professionally. The details of 727

the categorization listed above are as follow. 728

4.2.1 Cost aware resource allocation 729

Cost aware resource allocation is a crucial issue in cloud 730

computing, it is responsible for the services in economical 731

way according to the definition of cloud [66]. Cloud providers 732

are responsible for distributing the services to fulfill user’s 733

need in efficient way. In return, they want the growth of profit 734

and revenue with extreme resource utilization, while cloud 735

users’ want to receive the services within minimum amount to 736

pay with high performance [4]. In this case, efficient resource 737

allocation mechanisms or techniques play a significant role 738

in cloud computing. 739

A demand based preferential resource allocation method 740

is proposed in [67], that proposes for resource allocation a 741

market driven auction mechanism based on their capacities. 742
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In term of payment and it implements a payment strategy743

based on the service preferences of the buyer. There are two744

steps in resource allocation technique, first, a driven payment745

process which ensures that a lesser amount is paid by the win-746

ner than the bid value provided that the bidding reflects the747

best paying capacity. Second, a market driven auction process748

which guarantees profit and reliability to the service provider.749

Additionally, a comparison between the famous offline VCG750

auction mechanism and the proposed allocation technique751

is presented, and results predict a performance advantage in752

revenues to the service provider, payments of the cloud users753

besides ensuring an optimum resources usage. A new tech-754

nique position balanced parallel particle swarm optimization755

(PBPPSO) algorithm is proposed for allocation of resources756

in IaaS cloud [68]. The main objective of PBPPSO is to find757

out the optimization of resources for the group of jobs with758

minimum makespan and cost.759

In a study, Nezarat and Dastghaibifard [69] propose a760

method based on an auction, which applies game theory761

mechanism to determines the auction winner and holding762

a repetitive game with inadequate information. At the last763

point of the game theory approach is the Nash equilibrium.764

Where user no longer need to change the bid for the required765

resource, in the final stage the user bid satisfied the auction-766

eer’s utility function in game theory approach. In the end,767

simulation results conclude that this method comes together768

with shorter response time, lowest SLA violations and the769

higher resource utilization to the provider. Moreover, the770

combinatorial double auction resource allocation (CDARA)771

model is recommended by Samimi et al. [70] for the both772

user and cloud provider’s perception inefficient and intensive773

from. The proposed model is confirmed through simula-774

tion and estimated based on two evaluation standards: the775

involved economic efficiency and the incentive compatibil-776

ity. The experimental results obviously demonstrate that the777

proposed method is cost effective, efficient and intensive for778

the both user and cloud provider while producing higher rev-779

enues for providers and reduce the cost for users.780

The resource swarm algorithm employs to adjust the cost781

and price of the resources in cloud computing. The swarm782

algorithm uses dual models in which they adjust the price of783

the resources that are: initial price model (IPM) and resource784

swarm algorithm price adjustment model (RSAPAM) sug-785

gested by Li et al. [71]. The IPM presumes the initial prices786

of the cloud resources. This information with on-demand787

changes to the RSAPAM and this algorithm computes and788

adjusts the required resource price according to the users.789

Therefore, these resources with on-demand will be handed790

over to each user in the most appropriate time. Simi-791

larly, Chintapalli [72] proposes an algorithm for assigning792

resources to the cloud user’s demand with lower cost and a793

specified constraints budget and deadline. At this point, the794

study considers several cloud providers for assigning these795

cloud user’s requirements. In the end, based on the results 796

and proposed algorithm implementation, it is concluded that 797

it will run on linear time. Furthermore in [73], resource allo- 798

cation for cloud customers are assigned according to their 799

needs, and on-demand where all types of details are kept 800

hidden from the customers through virtualization. Moreover, 801

it has been noticed that services are similar regarding func- 802

tionalities and interfaces, but this is not justified financially 803

to pay more for on-demand service and provides the reg- 804

ular services. However, the study shows that resources are 805

allocated in cloud to the users by their needs and biding. 806

In the research, Kumar et al. [74] develop a VMs allocation 807

algorithm to the user’s application with the help of real-time 808

task. The VMs allocation is expressed as a resource opti- 809

mization problem and solved this problem with the help of 810

a polynomial-time heuristic. In the end, the cost attained is 811

associated by the proposed heuristic with the optimal solu- 812

tion, and an earliest deadline first (EDF-greedy) strategy, 813

complex analysis of parameter of the concerned problem. 814

Furthermore, Yi et al. [75] consider the budget optimization 815

allocation for IaaS model in distributed grid or clouds of joint 816

resources including the network, processor, and storage from 817

the consumer’s viewpoint. And recommend a Best Fit heuris- 818

tic algorithm with several job scheduling policies and with a 819

new resource model, design a mixed integer linear program- 820

ming (MILP) formulation. To reduce the expenses for every 821

single user to attain sufficient resources to implement their 822

submitted jobs while supporting the grid or cloud provider 823

to receive several job requests from the cloud users while 824

considering the basic objectives. 825

Casalicchio et al. [76] explain that to enhance the rev- 826

enue, cloud provider subject towards capacity, availability 827

of SLA and VM migration constraints. However, to solve 828

this, NOPT Near Optimal also known as a NP-hard problem 829

as it argues about the results along with a relevant allocation 830

strategy. However, while the allocation of combined resource 831

allocation framework for network cloud is based on the for- 832

mulation of optimal network cloud mapping problem as an 833

assorted integer programming. Nevertheless, it identifies the 834

objective concerning the cost effectiveness of resource map- 835

ping procedure as enduring the user requests regarding QoS 836

aware virtual resources. Additionally, a mechanism needs to 837

design for exposes the accurate values for random task arrival 838

and maximize the cost. In a study, Gu et al. [77] anticipate 839

a mechanism for online truthful VMs allocation. It is com- 840

pared with offline mechanism through the simulation and 841

show the more efficient competitive ratio. Also, mechanism 842

is used to analysis the performance and capacity. Table 7 com- 843

pares the previously mentioned techniques that are applied 844

for cost aware resource allocation while resources and param- 845

eters used for cost aware resource allocation are shown in 846

Table 16. 847
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4.2.2 Efficiency aware resource allocation848

Efficiency aware resource allocation directly affects the per-849

formance, which specifies the satisfaction of the cloud users850

in cloud computing. It helps enhance and improve the band-851

width or speed, execution time, priority and response time for852

allocation of resources to the cloud users in more proficient853

economically and efficiently way [78].854

Mashayekhy et al. [79] identify the issues of online allo-855

cation and scheduling of virtual machines in the presence856

of numerous categories of resources in cloud, then design857

an offline and online incentive-compatible procedures. The858

recommended offline procedure is perfectly assumed that the859

info on all the upcoming demands is identified a priori. On the860

other hand, proposed online procedures make no presump-861

tion for future request of VMs. Planned online procedures862

are raised quickly as the user places a demand. Otherwise,863

particular assigned resources are free and become accessible.864

The procedures not only dynamically allocate and schedule865

the resources but also conclude the user’s expenses such that866

the incentive-compatibility is assured. Further, Nejad et al.867

[80] repeat using the approximation proportion of the rec-868

ommended greedy approach and examine their results by869

executing in-depth experiments. The outcomes show that870

the suggested greedy approach conclude near-optimal results871

with minimizing the execution time while allocating and872

scheduling computing resources to match the user’s request,873

and creating high expenses for the cloud providers.874

Cloud providers are controlled and allocated all computa-875

tional resources in a flexible manner according to the cloud876

users’ demand. Hence, still there is difficulty to face the877

optimal resource allocation in cloud computing. Pradhan et878

al. [81] propose a modified round robin algorithm to fulfill879

the cloud users demands by decreasing the response time.880

Time quantum is considered to be basic elementary of RR881

algorithm, whereas the difference of dynamic and fixed time882

quantum is also found to further enhancement of resource883

allocation in cloud computing. In addition, User’s demands884

for realtime dynamic alteration are very hard to realize pre-885

cisely. The meta-heuristic ant colony algorithm is considered886

to resolve these types of problematic issues, but the algo-887

rithm has slow convergence speed and parameter selection888

problems. To resolve this problematic issue, Yang et al. [82]889

propose an optimize ant colony algorithm based on particle890

swarm algorithm for resolving resources allocation problem891

in IaaS cloud. Hence, Xu and Yu [83] investigate the issue892

of resource allocation in cloud computing. Several forms of893

resources like CPU, network, and storage on VM level are894

considered. A recommended allocation FUGA algorithm not895

only supports the optimal resource allocation for the cloud896

users but also helps in the efficient utilization of resources897

for each physical server. The issue of resource allocation is898

demonstrated as an extensive finite game with accurate info899

and the FUGA algorithm consequences in a Nash equilibrium 900

decision. Table 8 comprehensively compares various effi- 901

ciency aware resource allocation techniques, while resources 902

and parameters used in these techniques are presented in 903

Table 17. 904

4.2.3 Load balancing aware resource allocation 905

Balancing a load of data centers or VMs is a feasible proce- 906

dure with the help of allocation of resources through sharing 907

loads in a systematic way to attain high performance and 908

utilization of resources [84,85]. Optimal resource allocation 909

must confirm that resources are certainly accessible on users’ 910

demand and competently operate under condition of high/low 911

load [86]. 912

Allocation of virtual machines, utilization of the cloud 913

resources and appropriate load balancing policies show a crit- 914

ical part in IaaS cloud computing. VM allocation algorithm 915

assigns the VMs to the data center hosts whereas the cloudlet 916

allocation algorithm performs as a load balancing procedure. 917

It defines a way to bind cloudlets to VM, so each cloudlet has 918

less execution time and high speed to complete the job. A fair 919

allocation of cloudlets between the VMs is provided by pro- 920

posed algorithms. Both algorithms are designed, simulated 921

and analyzed in CloudSim simulator [87]. In the research, 922

Bhise and Mali [88] discourse a problem of resource provi- 923

sioning in IaaS clouds on user sides. Specifically, the user 924

adopts the virtual machine for the implementation and quan- 925

tity of virtual machines desire to satisfy the QoS requirements 926

(e.g. deadlines) before performing a workload. The workload 927

constitutes a cloudlet or a group of independent cloudlets. 928

The similar workloads have different price and performances 929

regarding the allocation and scheduling approach with con- 930

cerns to the two pricing choices. The aim is to minimize the 931

inclusive cost of virtual machine provisioning, with reserva- 932

tion and on demand possibility. Amazon EC2 selects a pricing 933

option to make it extra convincing. Experimental enhance- 934

ment is verified with Boinc Project workload and proposed 935

method improves the cost performance. 936

Ray and Sarkar [89] present a new algorithm for distri- 937

bution of the jobs to control workload balancing. Allocation 938

is completed depending upon the requirement presented by 939

the cloud users, and at the end, a service level agreement is 940

made between cloud providers and cloud users. In the dis- 941

cussed algorithm requisite or features of the job is presented 942

by the cloud users to the cloud provider. Cloud providers 943

store the request in the source in XML design. The ulti- 944

mate selection of the resource depends on the resource use 945

matrix, execution time of jobs and expenses. Further, Villegas 946

et al. [90] propose an extensive and empirical performance of 947

cost analysis for resource allocation and scheduling policies 948

for IaaS Cloud. Firstly, this study presents the taxonomy of 949

mutual types of policies, based on the information type used 950
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Table 8 Efficiency aware resource allocation

Reference Algorithm, policy or strategy Problems addressed Improvement/
achievements

weakness/
limitations

Mashayekhy et al. [79] Algorithm 1: VCG-VMPAC
mechanism (C)

NP-hard problem Fast resource
allocation

Focus on only online
mechanism and do
not compare with
existing techniques

Algorithm 2: OVMPAC-X
mechanisms (event, A,P)

Algorithm 3:
OVMPAC-X-ALLOC(t,Qt, Ct)

Algorithm 4:
OVMPAC-X-PAY(t,Qt,At, Ct)

Nejad et al. [80] Algorithm 1: VCG-VMPAC
mechanism

VM allocation Decrease the
execution time and
fulfill the user
demand and
generating revenue

Focus on only online
mechanism and do
not compare with
existing technique

Algorithm 2: OVMPAC-X
mechanisms

Algorithm 3:
OVMPAC-X-ALLOC allocation
algorithm

Algorithm 4: PAY(payment
function)

Pradhan et al. [81] Modified round Robin algorithm Optimal resource allocation Improve the
performance

Focus only on cloud
user

Xu and Yu [83] Game theory Multi-resource allocation Improve the
performance of fair
allocation

Compare with
traditional
algorithmsFUGA algorithm

Yang et al. [82] Ant colony optimization algorithm
based on particle swarm
algorithm

Efficient resources
allocation

Efficient task
allocation

Not implemented

in the decision process and categorized into eight provision-951

ing and four allocation policies. Furthermore, these policies952

are examined for cost and performance through using Ama-953

zon EC2 as a cloud. Moreover, Zhang et al. [91] present an954

approach that is a combination of mutually resource predic-955

tion and resources allocation in cloud, which is used for the956

virtual machines allocation to the cloud users. The resources957

are allocated by the statistic based load balance (SLB) while958

the virtual machine is used for load balancing. SLB contains959

two portions, one deals with the online statistical analysis of960

virtual machine’s performance and predict the demand for961

the resources and another one is used as algorithm for load962

balancing by selecting the accurate host in the resource pool963

based on the prediction and the past load data of hosts.964

Effective resource allocation algorithm may enhance the965

bandwidth, load balancing, delay and reliability for cloud966

computing. Liu et al. [92] propose the multi-QoS load bal-967

ance resource allocation method (MQLB-RAM) strategy968

based on resource allocation. It combines the users’ demands969

and providers’ services while allocates the VMs to PMs and970

binds the task by specific sensor correspondingly. It also971

compares weight of each index value to fulfill the demand972

with resources, to succeed the good load balancing, resource973

utilization and reduce the cost. Simulation results show the974

proposed algorithm outperformed than the Round Robbin 975

(RR) and throtted load balance (TLB) algorithms. Table 9 976

compares the miscellaneous techniques for resource alloca- 977

tion to balance the workload of cloud, while resources and 978

parameters used for load balancing are presented in Table 18. 979

4.2.4 Power aware resource allocation 980

Power aware resource allocation mechanisms are succeed in 981

dealing with the problems arising due to the heat generation 982

and energy consumption in data centers. It is essential for the 983

cloud providers and data centers to generate less heat, reduc- 984

ing the energy consumption and saving the cost [93]. Due 985

to the rapid growth of data center, increasing the amount of 986

servers, huge load, highly demands and loss or wastage of idle 987

power are major causes of energy and heat ineffectiveness 988

[94]. Green computing is anticipated for optimal resource 989

allocation and utilization, by reducing heat and energy con- 990

sumption in data centers [95,96]. 991

In a study, Ali et al. [97] focus on VM allocation problem 992

considering a bin packing in IaaS cloud computing. The main 993

intention is to reduce the consumption of energy in the data 994

centers. An energy efficient (EE) algorithm is proposed to 995

place VMs demands on most energy efficient PMs first. For 996
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Table 9 Load balancing aware resource allocation

Reference Algorithm, policy or strategy Problem addressed Improvement/
achievements

Weakness/
limitations

Bhise and Mali [88] Heuristic algorithm Optimal resource
allocation

Improve the cost
performance when
increase deadline
of a workload

Do not compare with
existing algorithmPseudo code 1: provision-

ing/scheduling(W(t[n], ct[n],
d[n])

Pseudo code 2:
PlanSubscription (VM,
utilization)

Liu et al. [92] Multi-QoS load balance
resource allocation method
(MQLB-RAM)

Optimal resource
allocation

Improve the
performance with
minimizing cost

Do not show proper
results for
balancing the load

Parikh et al. [87] Task binding policy VM allocation Better performance Do not compare with
existing algorithmHungarian algorithm

Ray and Sarkar [89] Novel load balancing algorithm Load balancing and Job
scheduling to utilize
the resources

Reduce the workload Fail-safe state of the
resource is not
considered

Villegas et al. [90] Provisioning polices To manage workload Better performance
and cost

None of them work
combined to show
be performance

Startup

On-demand, single VM (OD-S)

OD-geometric (OD-G)

OD-ExecTime

OD-ExecAvg

OD-ExecKN

OD-Wait

OD-2Q

Allocation polices

First-come, first-served (FCFS)

FCFS-nowait (FCFS-NW)

Shortest-Job First (SJF)

FCFS-MultiQueue

Zhang et al. [91] Statistic based load balance
approach, (SLB)

To manage workload Load balancing in
time

Focus on the time
and other resources
are not mentioned

this purpose, dynamic voltage frequency scheduling (DVFS),997

power aware (PA) and non-power aware (NPA) techniques998

are adopted in proposed algorithm. In simulation environ-999

ment, EE algorithm achieves more high energy efficiency1000

than the comparison algorithms. However, Energy-efficient1001

based policies and algorithm are proposed in [98]. Before1002

developing the principles for cloud computing architecture,1003

the designer must describe energy efficient management1004

scheme that helps to design an algorithm and allocates1005

resource to the users on the basis of demand. Further, Dashti1006

and Rahmani [99] use PSO algorithm to dynamically VMs1007

migration for improving resource allocation and gain more1008

benefit in the data center. To assure a less response time and1009

QoS (SLA) by presenting an innovative heuristic method1010

for dynamic resource re-allocation, with balancing the cloud1011

provider’s overloaded. Similarly, associated cloud provider’s1012

under load and power, to get more energy efficiency and 1013

power saving. 1014

Conversely, a multi-purpose ant colony system algorithm 1015

is suggested for the VM placement problem by Gao et al. 1016

[100]. The objective is to gain an efficiently appropriate solu- 1017

tion that concurrently minimizes overall power consumption 1018

and resource wastage. Particular instances verify the pro- 1019

posed algorithm from the literature. After comparing the 1020

performance with an existing multi-purpose grouping genetic 1021

algorithm, the outcomes show that the suggested algorithm 1022

can compete professionally with other favorable algorithms. 1023

In addition, Kansal and Chana [101] present a model for 1024

resource utilization to organize the resources of cloud and 1025

increase their usage proficiently. The objective is to decline 1026

energy consumption of clouds without affecting user appli- 1027

cation performance. Based on ABC meta-heuristic technique 1028
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a resource utilization technique is proposed to find the fittest1029

job-node pair, it tries to enhance the energy efficiency through1030

the finest use of resources. The consumption of energy is1031

reduced with the conflict among memory and processor uti-1032

lizations. Two types of workloads are considered including1033

CPU and memory intensive. In order to avoid contention and1034

conflict among the resources, these workloads are carefully1035

associated. Therefore, this model helps in increasing the sat-1036

isfaction of cloud users and directly contributes to the green1037

computing by minimizing energy consumption and carbon1038

emission also. However, Yanggratoke et al. [102] propose a1039

protocol in order to minimize the energy consumption of the1040

consumer computers and servers known as GRMP-Q proto-1041

col. They focus on migrating most of the load towards servers1042

and allocate the CPU slots to the consumers. Their findings1043

show that they do not change the structure and size of the1044

system and supports 100,000 servers regarding resource allo-1045

cations.1046

The energy consumption of servers is increasing due to a1047

linear way of resource utilization. In this case, share the load1048

or load balancing techniques are not effective and help to1049

reduce the energy consumption. Jha and Gupta [103] propose1050

a policy to minimize the energy consumption and expenses1051

of the cloud providers. Proposed policy is performed better1052

to reduce the energy consumption and maximum utilization1053

or resources via testing in CloudSim simulator. Similarly,1054

Gupta and Ghrera [104] propose a power and failure aware1055

resource allocation (PFARA) algorithm to minimize the1056

energy consumption and expenses of the cloud providers.1057

Also, proposed algorithm is outperformed to minimize the1058

energy consumption and enhance the resource utilization1059

within simulation experiments. Furthermore, Dynamic VM1060

placement emphasis on the mapping of VMs to PMs, with1061

maximum utilization and no disturbance occur at the time of1062

execution. Pavithra and Ranjana [105] present a weighted1063

first-cum-first-served (WFCFS) algorithm for developing1064

an energy efficient resource provisioning framework with1065

dynamic VM placement. The simulations results based on1066

CloudSim show that the better performance by reducing the1067

energy consumption, cost and execution time as compared1068

to static environment.1069

Cloud data center heterogeneous and homogenous archi-1070

tecture require different usage of energy to utilize the1071

workload. Green cloud data centers and QoS assurance are1072

considered to be main issues in cloud computing. Peng et1073

al. [106] recommend an evolutionary energy efficient vir-1074

tual machine allocation (EEE-VMA) method for minimizing1075

the energy consumption of the data centers. To fulfill the1076

VM allocation request, GA algorithm is used for saving1077

energy, cost and utility in the method. The approach shows1078

the better results in simulation and Openstack for reducing1079

energy, cost and workload. Hence, Singh and Kaushal [107]1080

focus on improvement of the VM allocation procedure in1081

IaaS cloud computing by reducing the energy consumption. 1082

An algorithm is proposed to reduce the energy consump- 1083

tion, maximum utilization of resources to PMs, maintain 1084

proper schedule of VM and compare the difference of energy 1085

consumption before and after the VM allocation. The simu- 1086

lation results show the decreasing amount of VM migration 1087

by affecting the energy consumption in the data centers. 1088

Table 10 comprehensively compares previous various tech- 1089

niques that are applied in energy aware resource allocation, 1090

while resources and parameters used in power aware resource 1091

allocation are presented in Table 19. 1092

4.2.5 QoS aware resource allocation 1093

QoS aware resource allocation plays an important role in 1094

cloud computing. It implies to distribution of resources 1095

according to the cloud user’s demand regarding to the QoS, 1096

which emphases on the availability, fault tolerance, recov- 1097

ery time, reliability, throughput and SLA for the both cloud 1098

providers and users [108]. At the time of resource allocation, 1099

the QoS must considers to avoid the increasing the failure 1100

rates, non-availability of resources, poor resource utilization 1101

and SLA violence [109]. 1102

Resource management module (ReMM), is a self-managed 1103

and dynamic module that is proposed for efficient resource 1104

utilization, QoS and workload balancing, computing resources 1105

and quantity of those resources are assigned to the cloud 1106

users with dissimilar workloads and are precised during the 1107

performance analysis. In this way, it is possible to calcu- 1108

late the guidance of configurations of fluctuating demand of 1109

users. The simulation results show that the proposed module 1110

is able to fulfill the altering demand of resources by confirm- 1111

ing the QoS with comparative variations in the cost [110]. 1112

Additionally, Li et al. [111] advise a layered progressive 1113

resource allocation algorithm based on the multiple knapsack 1114

problem called LPMKP. The LPMKP algorithm considers 1115

the VM requirements of different tenants and their relation- 1116

ship. It introduces the allocation goal of minimizing the sum 1117

of the VM’s network diameters of all tenants. A reduction 1118

in resource fragmentation in cloud data centers is achieved 1119

by decreasing the differences in QoS among tenants, and 1120

improving the overall QoS across all tenants for cloud data 1121

centers. The experimental results show that LPMKP effi- 1122

ciently deals with the VM resource allocation problem for 1123

multi-tenant in cloud data centers. 1124

A novel QoS aware VMs consolidation approach is pre- 1125

sented by Horri et al. [112] that adopts a method based on 1126

resource utilization by using distant past of virtual machines. 1127

Using resource utilization history of VMs minimize the 1128

energy consumption and SLAV as follows: the energy con- 1129

sumption reduces because with a high probability, the peak 1130

load of VMs do not occur at the same time and reducing 1131

the number of times a host reaches it’s their peak (100 % 1132
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Table 10 Power aware resource allocation

Reference Algorithm, policy or
strategy

Problem addressed Improvement/
achievement

Weakness/
limitations

Ali et al. [97] Energy efficient (EE)
algorithm

VM allocation Improve the
performance

Compared with only
basic algorithms

Beloglazov et al. [98] Algorithm 1: modified
best fit decreasing
(MBFD)

Reducing power
consumption of a data
center

Reduce the energy
consumption in data
center

Reduce the intention on
QoS and SLA
violation

Algorithm 2:
minimization of
migrations (MM)

Dashti and Rahmani [99] Particle swarm
optimization

VM placement Improve the
performance

Compare with
traditional algorithm

Gao et al. [100] Multi-objective ant
colony system
algorithm

VM placement Better performance Focus only on cloud
providers parameters

Gupta and Ghrera [104] Power and failures
aware resource
allocation (PFARA)
algorithm

Energy consumption Improve the
performance

Do not compare with
existing polices and
also not focus on the
failure request
(reliability)

Jha and Gupta [103] Power and load aware
VM allocation policy

VM allocation Improve the
performance

Do not compare with
existing polices and
also not focus on the
load balancing

Kansal and Chana [101] Artificial bee colony Energy consumption Minimize execution
time and energy
efficiency

Workload of nodes does
not consider

Pavithra and Ranjana [105] Weighted FCFS VM placement Improve the resource
utilization

Do not compare with
existing algorithms

Peng et al. [106] Evolutionary energy
efficient virtual
machine allocation
(EEE-VMA)

VM allocation Minimize the energy,
cost and utility

Do not compare with
existing algorithms

Singh and Kaushal [107] Power stability
algorithm (PSA)

VM allocation Improve the
performance

Compare with only
based algorithm
whereas do not
compare with existing
algorithms

Yanggratoke et al. [102] GRMP, a generic gossip
protocol for resource
management

Reducing power
consumption of a data
center

Reduce the energy
consumption in data
center

Do not compare with
other protocols

GRMP-Q, under
overload the protocol
gives a fair allocation
of CPU resources to
clients

utilization) reduce SLAV. The main focus is to familiarize1133

an efficient SLA aware algorithm, to avoid SLA violation as1134

much as possible and dramatically condense the operation1135

cost. The suggested algorithms reflect the trade-off between1136

performance and energy consumption.1137

On demand resources allocation to the end users in cloud1138

is obtained with proposed algorithm known as selective algo-1139

rithm [113]. The proposed algorithm uses the concept of1140

min–min and max–min algorithms in order to allocate the 1141

resources to users on the scheduling basis which is consid- 1142

ered in the conventional scheduling algorithm. The selection 1143

of the Min–min algorithm or max–min algorithm is based 1144

on the heuristic techniques that consume fewer resources 1145

of the machines. The machine based resources sharing can 1146

be spaced or time matter. The proposed algorithm uses 1147

CloudSim simulator and allocation of resources is performed 1148
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on First Come First Serve (FCFS). However, the finding of1149

the proposed algorithm is quite satisfactory and reduced the1150

cost of machine resources. Likewise, Lee et al. [114] propose1151

a competent algorithm that goes along with a strategy best-fit1152

for virtual machine allocation to the physical machines. To1153

realize the VM migration, a performance analysis scheme1154

is designed for each host node in observation of process-1155

ing and storage specification. Proposed resource allocation1156

system provides for allocating virtual machine on the opti-1157

mal node to supply the service considering user needs and to1158

use effectively the high and low performance of node con-1159

sidering each performance. Experiment results show that the1160

proposed framework enhance the resource utilization without1161

exchanging the allocation time, for supporting user’s demand1162

at a time. Also, Li [115] emphases on the rental problem of1163

a virtual machine for the long/short term. A learning algo-1164

rithm based on statistical learning techniques and dynamic1165

virtual machine rental algorithm is anticipated for resource1166

requirement. These algorithms reduced the operational cost1167

even though stabilizing determined quality of service (QoS)1168

requirement.1169

On demand resources allocation and task scheduling1170

investigate in this study [116], which is the core module of1171

cloud computing. The proposed scheduling algorithm uses1172

the vector of resource and task matching which differentiates1173

between on-demand and ordinary requirements of the users.1174

The allocation of resources to the users is based on the avail-1175

ability of the QoS service. During allocation of resources to1176

the users, it also investigates and uses the batch and online1177

modes for load balancing. The outcomes of the scheduling1178

algorithm are satisfactory to allocate resources on run-time1179

to the users. In a study, Kang and Wang [117] familiarize1180

an innovative auction approach, to allocate the resources to1181

the suitable cloud facilities in cloud computing. Although,1182

facilities are capable of finding their appropriate services1183

and resources, to discover the high worth of resources with1184

a high level of service easily. This approach structures the1185

perception of fitness and the re-design bargaining function1186

and procedure to calculate the last trade price. The over-1187

all market competence is completely enhanced in this way.1188

Experimental results certify the algorithm and express that1189

efficient resource allocation is easily achieved by lacking the1190

fitness function.1191

The Scheduling and leasing based on a dynamic schedul-1192

ing algorithm is proposed in [118], in order to permit new1193

leases on-demand. The proposed algorithm determines mul-1194

tiple slots and uses swapping and backfilling to accommodate1195

the leases which are deadline sensitive. The swapping and1196

preemption techniques are used to reschedule the slots leases1197

when they require for deadline sensitive and on-demand1198

services. If both techniques fail to reschedule the slots for1199

leases then the proposed solution uses backfilling which can1200

assign the idle slots (resources) to the leases. The objective1201

of the study [119], is to suggest a resource allocation struc- 1202

tural design for cloud computing that offers the dimension 1203

of value indicators recognize amongst the key performance 1204

indicators (KPI) explain with cloud services measurement 1205

initiative consortium (CSMIC). Proposed structural design 1206

recommends various resource allocation policies including 1207

both reactive and predictive. In this architecture, according 1208

to the SLA the provision decisions are taken. In conclusion, 1209

the initial investigational outcomes show that the suggested 1210

structural design improves quality in cloud. Besides, a quality 1211

of service constrained resource allocation issue is addressed 1212

by Wei et al. [120], where cloud users expect to clarify sophis- 1213

ticated computing issue through requesting the resources 1214

utilization across a cloud based network. A price of each 1215

network node is based on the quantity of processing. A per- 1216

formance based QoS and computation concentrated cloudlets 1217

in a cloud environment are discussed. Wei et al. [120] focus 1218

on the parallel tasks allocation problematic issues on distinct 1219

networks connected to the Internet. 1220

Nguyen et al. [121] precede transition diagram that clari- 1221

fies all possible situations in a data center. With the help of 1222

this diagram, the probability of rejection and the response 1223

time based on the probabilities of every step of description 1224

is formulated. Also, the effective number of slots for reser- 1225

vation of the migration process is decided. As a result, the 1226

cloud providers can increase revenue by reducing energy con- 1227

sumption and costs used for the redundant slots. Besides, 1228

Papagianni et al. [122] explain a methodology regarding 1229

effective and efficient mapping of resource request on to a 1230

substrate interconnection of numerous computing resources, 1231

as it follows a heuristic methodology while taking into 1232

account a problem. 1233

The Machine learning method is defined to form a dis- 1234

tribution method for resource mapping and prediction. With 1235

the simulation, the resources are distributed to the fresh cloud 1236

users by learning the instructions of the preparation method. 1237

Similarly, a resource allocation and adaptive job scheduling 1238

(RAAJS) algorithm is designed for cloud computing formed 1239

with the help of grid computing [123]. In this case, the grid is 1240

in accordance to the resources as the circulation of resources 1241

are both locally and worldwide as the sharing of resources 1242

are among cloud computing and grid computing environ- 1243

ment. Moreover, Kumar et al. [123] suggest the use of new 1244

weight matrics (WM) to carry out various task and selection 1245

of resources. Thus, WM re-arranged task and it enhances 1246

the competence of the proposed algorithm. However, the 1247

algorithm is calculated in accordance with various metrics, 1248

and its competence shows the reduction in job completion 1249

time and the various attempts required to get accessibility 1250

of specific service as it enhances the percentage of resource 1251

allocation. Also, a cooperative game theoretic framework is 1252

used to solve network resource allocation problem in view of 1253

both efficiency and fairness. Fair Allocation policy with both 1254
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online and offline algorithm is designed to achieve fairness1255

in terms of guarantee the bandwidth and share it according to1256

the weights in the network. Experimental results show that1257

proposed policy provides flexible reliability and balances the1258

load for better utilization of network in the data centers [124].1259

Table 11 shows the comparison of QoS aware resource allo-1260

cation techniques, while resources and parameters used for1261

these techniques are presented in Table 20.1262

4.2.6 Utilization aware resource allocation1263

Generally, efficient utilization of resources directly influ-1264

ences the success of cloud computing. Although, the cloud1265

providers always have limited amount resources in their data1266

centers and efforts to organize them in extreme utilization1267

through optimal resource allocation [125]. To achieve the1268

several requirements of the cloud users with maximum uti-1269

lization of all resources efficiently, when several cloud users1270

demand various resources at the same time is challenging1271

issue [126].1272

Lin et al. [127] focus on the cloud providers to efficiently1273

utilize resources by fixing VM arrangement to the cloud users1274

for IaaS by historical empiric service data traces. The fore-1275

most influences are to describe a problem of VM allocation1276

and define the appropriate beta distribution of the CPU com-1277

ponent by the use of empirical data collection to resolve1278

the issue. With the help of simulations, the CPU module1279

is useful for IaaS administrators to correct usage of VM and1280

proficiently notice the resources with reservation parame-1281

ters and SLA. To avoid underutilization of resources, Pillai1282

and Rao [128] expose the usage of the uncertainty standards1283

of game theory to model association development between1284

machines in cloud. The benefit of the proposed method avoids1285

the complexities of integer programming by explaining the1286

optimization issue of coalition formation. Beside, resource1287

allocation mechanism aims to achieve less resource wastage,1288

minor task allocation time, and higher user’s satisfaction.1289

Firstly defines the problem that is to the placement of par-1290

ticular VMs on the presented physical machines, especially1291

for the advanced reservation request model. Then suggest an1292

algorithm depend upon integer linear programming (ILP) to1293

resolve certain communal situations of the issue. Lastly, the1294

algorithm is executed with the help of Haizea simulator, and1295

the simulation values are associated with the Haizea greedy1296

algorithm and several heuristics techniques [129].1297

In addition, Srinivasa et al. [130] suggest a utilization max-1298

imization (UM) model for resource allocation issues in IaaS1299

cloud. Initially, by using Cloudsim simulator to simulate var-1300

ious entities included for resource allocation in IaaS cloud1301

and the interactions and procedures concerning included enti-1302

ties. Also, the resource algorithms for the broker and cloud1303

users are recommended. Further, Tyagi and Manoria [131]1304

identify the data security issue and enhance the resource uti-1305

lization for a storage system in cloud computing. Cuckoo 1306

search algorithm is applied for the selection of server and 1307

user authentication. It helps to improve the reliability and 1308

efficient utilization of resources. Proposed algorithm is com- 1309

pared with GA and SLPSO and showed the outperformed 1310

performance by using the Matlab. Table 12 compares the 1311

techniques according to utilization aware resource alloca- 1312

tion and further detail for resources and parameters used in 1313

these techniques are presented in Table 21. 1314

5 Analysis of resources and parameters used in 1315

current studies 1316

In this section, resources and parameters used in assessing the 1317

existing research works are given in Table 13, 14 15 16 17 18 1318

19 20, and 21 below. The tables show that the IaaS cloud 1319

resources [132] used by the existing researchers are CPU, 1320

Network, Node, Storage and VM. 1321

• CPU: In cloud computing, cloud providers deliver shared 1322

resources and data for computing and processing on 1323

demand of the cloud users. A CPU also known as a 1324

virtual processor, is a physical central processing unit 1325

that is allocated to a VMs. It depends on the cloud users 1326

demand, either demand required single, dual or multiple 1327

CPU cores. 1328

• Network: includes the hardware and software resources 1329

(Routers, Switches, LAN cards, Wireless routers, Cables, 1330

Firewall and Network security applications) of the entire 1331

network that enables network connectivity, communica- 1332

tion, operations and management of an initiative network. 1333

In simple words, it provides the communication path and 1334

services between users, processes, applications, services 1335

and external networks/the Internet. 1336

• Node: is a connection point, either a redistribution point 1337

or an end point for data transmissions in general. In cloud 1338

computing, Nodes are known as servers or end nodes. It 1339

may sometimes actually be a virtual node for avoiding 1340

heterogeneity of the nodes but usually, it is considered to 1341

be a physical server or host machines. 1342

• Storage: is a cloud resource in which data and applica- 1343

tions are stored on remote servers retrieved from cloud. It 1344

is maintained, operated and managed by cloud providers 1345

on storage servers that are built on virtualization tech- 1346

niques. 1347

• VM: is becoming more common with the evolution of 1348

virtualization technology. It is frequently generated to 1349

execute certain tasks by software competition ways or 1350

hardware virtualization techniques that are different than 1351

tasks are executed in a host environment. 1352
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• Task/cloudlet: In cloud computing, cloudlet is a mini1353

cloud set to serve a specific purpose in a given environ-1354

ment on the demand of the cloud users. However, in the1355

simulation tools, it is known as a task to perform certain1356

operation.1357

It also shows that a number of parameters have been pre-1358

sented for the purpose of comparison and these includes the1359

availability, bandwidth/ speed, cost, energy, execution time,1360

memory, performance, QoS, priority, reliability, response1361

time, SLA, temperature, throughput, time, utilization and1362

workload.1363

• Availability: is committable, operable, or usable of1364

resources, depend upon the cloud users’ request to imple-1365

ment its designated or required operation. It is the1366

combination of resource’s accessibility, maintainability,1367

reliability, securability and serviceability in cloud com-1368

puting [133,134].1369

Availabili t y =

∑

resourcei

( MT B M

MT B M + MT T R

)

(1)1370

where MT B M represents the Mean Time Between1371

Maintain and MT T R represents the Mean Time to1372

Repair of resourcei
1373

• Bandwidth/speed: is the maximum data transfer rate of1374

a network. It measures how much data or resources can1375

be sent over a specific connection in a given amount of1376

time in cloud computing [135].1377

BW =

∑

resourcei

( Size

Capici t y

)

(2)1378

• Cost: is an amount that has to be paid against the usage1379

of resource in cloud computing. It is profit and revenue1380

for the cloud providers and expense for the cloud users1381

besides the utilization of resources in cloud computing1382

[5,136].1383

CostT otal =

∑

resourcei
(Ci ∗ Ti ) (3)1384

where Ci represents the cost of resource i per unit time1385

and Ti represents the time of utilization of resource1386

• Energy: is a strength or vitality required for execution1387

of cloudlets or tasks for certain resources of the cloud1388

users demand in cloud computing. Simply, it is a form an1389

electricity to run the PMs in data centers. The energy con-1390

sumption of given resource i at a time T with placement1391

F [98,137]1392

EnergyT otal =

∑

resourcei

∫ FnhT ime

Str T ime

Ei (F, T ). (4)1393

where Ei represents the energy is consumed by the 1394

resource i from its starting time to finishing time of uti- 1395

lization. 1396

• Execution Time: is a time in which cloudlets or tasks are 1397

running or computing as the demand of the cloud users. 1398

It is also known as completion time, which is required for 1399

the specific cloudlets or tasks to complete the job [138]. 1400

ExeT ime = taski (FnhT ime − StrT ime) (5) 1401

where FnhT ime denotes the finishing time and Str T ime 1402

represen t starting time of taski 1403

• Memory: is a process in which the cloudlet or tasks are 1404

encoded, retrieved or stored as the requirement of the 1405

cloud users in cloud computing. Therefore, all the data is 1406

loaded from the cloud storage into the memory to match 1407

the processing speed before it is executed by cloud pro- 1408

cessor [139]. 1409

• Performance: is an amount of cloudlet or task accom- 1410

plished on the demand of the cloud users [140]. 1411

Per f ormance = taski

( I ∗ C P I

R

)

. (6) 1412

where, I denotes the instruction and C P I re presents the 1413

computing performance improvement, which depend of 1414

many factors like memory, execution te etc. and R shows 1415

the reciprocal of time. 1416

• Priority: is a cloudlet or task that has more importance 1417

than other or has right to execute or proceed before others. 1418

It is necessary due to the cloud user pay more than for 1419

its urgent requirement or beneficial for cloud provider in 1420

cloud computing [78]. 1421

Priorti t y =

∑

taski
(ExeT ime + Capici t y ∗ 1422

Number of Requests) (7) 1423

• Reliability: is the ability of cloudlet or task to execute 1424

its required function within specific time successfully. It 1425

provides the assurance of completion and avoid or reduce 1426

the failure rate in cloud computing [139,141]. 1427

Reliabili t y =

∑

taski (ExeT ime)

T otalT ime

(8) 1428

• Response time: is a time, takes to respond to the request 1429

for service or when cloudlet or task starts the execution 1430

and comes out from the waiting queue [142]. 1431

ResT ime =

∑

taski
(SubT ime + Str T ime). (9) 1432

where SubTime denotes the submission time and StrT ime 1433

represents the starting time of the taski 1434
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• SLA: is an agreement between the cloud providers and1435

cloud users against the utilization of resources. Every1436

cloud provider wants to deliver their best services to fulfill1437

the requirement of the cloud user and avoid the SLA1438

violence [143].1439

SLA =
Number of executed tasks sucess f ully or

∑

taski (ExeT ime)

Number of servicies or resources of f ered
∗1440

100. (10)1441

• Temperature: is a degree or strength of heat present1442

or generate in cloud computing environment. In this1443

environment, it refers to the heat generation in data cen-1444

ter when cloudlets or task are executing on the PMs1445

[144,145].1446

Speci f icHeat = resourcei

( heat

m ∗ △T

)

(11)1447

where m denotes the mass and △T represents the time of1448

the resourcei1449

• Throughput: is a total amount of cloudlets or tasks that1450

are executed successfully within given time period in1451

cloud computing [13].1452

T hroughput =

∑

taski
(ExeT ime) (12)1453

• Time: is a plan or schedule, when tasks or resources1454

should be executed or allocated to the cloud users. It is a1455

measured or measurable period during which an action,1456

process or condition exists or continues in cloud comput-1457

ing.1458

T ime =

∑

taski

( Distance

Speed

)

(13)1459

• Utilization: is the total amount of resources actually con-1460

sumed in the data centers. The objective is to utilize the1461

resources effectively is to maximize the cloud providers’1462

revenue and profit with the cloud users’ satisfaction [4,5].1463

Utili zation =

∑

resourcei (ExeT ime)

Makespen or max taski (ExeT ime)

(14)1464

• Workload: is the amount of processing to be done or han-1465

dled within given time period. In simple, it is the ability1466

to handle or process work in cloud computing. Degree of1467

imbalance is used for calculating the load of work in data1468

centers [146].1469

Degree of I mbalance1470

=
max task (ExeT ime) − mintask(ExeT ime)

Avgtaski (ExeT ime)
(15)1471

Artificial intelligence is a branch of cloud computing 1472

that intentions to generate intelligent techniques for IaaS 1473

resource allocation. It has become an essential part of 1474

the modern technology. Resource allocation associated 1475

with artificial intelligent is highly technical and special- 1476

ized. The resources and parameters used for artificial 1477

intelligent resource allocation in existing techniques are 1478

shown in Table 13. 1479

The dynamic resource allocation studies focus on vari- 1480

ous fluctuating on-demand resource allocations to the cloud 1481

users. The resources and parameters used for dynamic 1482

resource allocation in current techniques are mentioned in 1483

Table 14. 1484

Prediction considers various metrics and behaviour of 1485

methods during the allocation of resources. Therefore, 1486

resource allocation must satisfy all the the requirements of 1487

the cloud users to meet the SLA. These metrics and pre- 1488

diction can be used for optimum resource allocation for IaaS 1489

cloud computing. The resources and parameters used for pre- 1490

dicted resource allocation in previous techniques are stated 1491

in Table 15. 1492

In cloud system, cloud providers’ main target is to achieve 1493

high profit and revenue with maximum utilization of all cloud 1494

resources. For this motive, resources are assigned to the cloud 1495

users in that way so that it reduces the energy consumption, 21496

workload, SLA violations and enhance resource utilization 1497

with users’ satisfaction. While cloud users always want to get 1498

these cloud services and resources with high performance 1499

within minimum expenses. The resources and parameters 1500

used for cost aware resource allocation in previous researches 1501

are shown in Table 16. 1502

Every cloud provider and user want high performance with 1503

the extreme utilization of cloud resources in cloud comput- 1504

ing. It is realized by reducing the execution and response time 1505

while enhancing the bandwidth or speed. The resources and 1506

parameters used for efficiency aware resource allocation in 1507

recent techniques are presented in Table 17. 1508

Overloaded and unbalanced resources are the source of 1509

failure of a system and SLA violence. For these purposes, 1510

load balancing techniques are implemented for resource allo- 1511

cation in cloud computing. The resources and parameters 1512

used for load balancing aware resource allocation in previ- 1513

ous techniques are displayed in Table 18. 1514

The growth of cloud data centers is increased day by day 1515

due to the rising demand and popularity of cloud computing. 1516

Heat generation and energy consumption are a major prob- 1517

lems in data centers so that these issues can be controlled 1518

by power aware resource allocation in cloud computing. The 1519

resources and parameters used for power aware resource allo- 1520

cation in existing techniques are shown in Table 19. 1521

QoS is considered to be the main feature of cloud com- 1522

puting to deliver cloud resources and services. It can be 1523
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achieved by the assurance of availability, reliability, reduc-1524

ing the failure rate and SLA violence in cloud. The resources1525

and parameters used for QoS aware resource allocation in1526

previous techniques are presented in Table 20.1527

Optimal resource utilization directly affects the cloud1528

providers’ profit and revenue. For this purpose, utilization1529

aware resource allocation techniques are played a significa-1530

tion role to fair distribution of resources, reducing energy1531

consumption and resources usage. The resources and param-1532

eters used for utilization aware resource allocation in existing1533

techniques are displayed in Table 21.1534

Figures 5 and 6 explain that majority of the scholars are1535

concentrated on the VMs and computation resources in the1536

research area of cloud computing for resource allocation in1537

IaaS, while some of them are focused on the other resources.1538

As we understand that storage and network resources are the1539

fundamental necessities of cloud computing that fully depend1540

on these resources.1541

After reviewing of Figs. 7 and 8, it is observed that cost,1542

energy, time and utilization are thought to be the most benefi-1543

cial parameters described by scholars in the field of resource1544

allocation. Although, the bandwidth or speed, execution time, 1545

performance, reliability, response time, SLA and workload 1546

are emphasized by some scholars. However, there is a strong 1547

necessity for concentrating on the parameters. Meanwhile, 1548

in IaaS cloud computing, the availability, memory, priority 1549

throughput and temperature are thought to be the primary 1550

parameters for resource allocation but a little number of 1551

scholars are applied these parameters in their studies. In 1552

fact, cloud is a business model, where every cloud provider 1553

wishes a reduction in the expenditure (energy, temperature, 1554

storage, etc.) for enhancing the revenues with maximum 1555

usage of resources competently. However, cloud users always 1556

look for higher performances of the services with least cost 1557

and time. Therefore, cost, energy, reliability, utilization and 1558

workload are thought to be most essential parameters in 1559

the field of cloud computing research for resource alloca- 1560

tion. But there is need to be more focus on the temperature, 1561

priority and throughput in the future research in cloud com- 1562

puting for maintaining the heat generation in data centers, 1563

fair allocation and enhancing the resource utilization in cloud 1564

computing. 1565

Cloud computing, green computing [147], and big data 1566

[148] are of critical concern. The aim of green computing is 1567

cleaning the cloud environment with a focus on the energy, 1568

temperature and storage. However big data attention is on the 1569

data management. The achievement and attraction behind 1570

cloud computing is due to the services provided by cloud. 1571

Because of having a countable number of resources, it is 1572

of eminence importance for providers to manage and allo- 1573

cate the cloud resources in time to the cloud users as per 1574

the dynamic nature of their demands. In this review, sev- 1575

eral resource allocation strategies, policies, and algorithms 1576

in IaaS cloud computing environments have been analyzed, 1577

with their important parameters. 1578

6 Future works 1579

The main issues commonly associated with IaaS in cloud 1580

computing are resource management, network infrastruc- 1581

ture management, virtualization and multi-tenancy, data 1582

management (Big Data), energy, heat and storage manage- 1583

ment (Green Computing), application programming inter- 1584

faces (APIs) and interoperability, etc. Resource management 1585

related problems include resource provisioning, resource 1586

allocation, resource adaptation, resource mapping, resource 1587

modeling, resource discovery, resource brokering and resource 1588

scheduling. Figure 9 is a bubble graph that chronicles the 1589

future directions in resource allocation as pointed out in pre- 1590

vious research articles by other authors. 1591

• Green computing: is going to be limitless with the 1592

rapid growth of business in the future. It is a proce- 1593

dure to use computing resources environmentally and 1594
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user friendly while maintain overall computing per-1595

formance. To reduce the use of hazardous materials,1596

minimize energy consumption, less heat generation and1597

resource wastage are problematic issues in computing1598

[12,36,43,44,55,62,67,75,91,98,102,105,112].1599

• Dynamic resource allocation: is applied for increase or1600

decrease allocation of resources according to the fluctu-1601

ating demands of the cloud users. It allows cloud users1602

to scale up and down resources based on their needs1603

[10,24,49,50,53,76,87,91,102,130].1604

• Optimal resource allocation: Due to the constantly1605

increasing demands of the cloud users for services or1606

resources. It is very challenging to distribute the resources1607

precisely to the cloud users’ demands in order to fulfill1608

their requirements and also gives the guarantee of QoS1609

to the cloud users regarding to the SLA by the cloud1610

providers [5,6,19,21,22,35,51,55,76,79,83,112].1611

• QoS aware Resource Allocation: is required for high 1612

performance, availability of resources, handle of conflicts 1613

of resource demands, fault-tolerance and reliability [53, 1614

68,80,118,119,130]. 1615

• Resource failure: various types of resource failures are 1616

directly influenced by the failure or success of cloud ser- 1617

vices in cloud computing. These are including overflow, 1618

underflow timeout, resource missing, computing failure, 1619

software failure, storage failure, database failure, hard- 1620

ware failure, and network failure [24,89,92]. 1621

• Resource mapping: is a need of automating discovery, 1622

allocation processes and make the monitoring process to 1623

be more vigorous. It is able to allocate and re-allocate 1624

resources according to demand or the current status of 1625

resource utilization in the data centers of cloud. In this 1626

way, self-management of resources and self-adaption of 1627

configurations can be possible conferring to diverse sit- 1628

uations [6,19]. 1629

• Resource prediction: is required for a given set of work- 1630

loads running on a VMs or PMs predict the utilization of 1631

resources (such as CPU, storage, etc.) that are required 1632

for enhancing the performance. It also required for SLA 1633

to estimate the cost of resource utilization, to determine 1634

that which resource is suitable to meet SLA and to assess- 1635

ment the resources requirement for given workload in 1636

cloud computing [58,61,63,64]. 1637

• Resource pricing: computes the value of cloud resources 1638

that reflect the both economic and environment in cloud 1639

computing. It is required because how to resource pricing 1640

allocates limited resources among alternative cloud users 1641

for maximizing the usage of resources. It reduces the cost 1642

of resource for the cloud users and increases the profit and 1643

revenue for the cloud providers with maximum resource 1644

utilization [36,43,54,65,71,74,75,119]. 1645

123

Journal: 10586 Article No.: 0684 MS Code: CLUS-D-16-00024.1 TYPESET DISK LE CP Disp.:2016/11/30 Pages: 45 Layout: Large

A
u

th
o

r
 P

r
o

o
f



un
co

rr
ec

te
d

pr
oo

f

Cluster Comput

Fig. 9 Innovative ideas for
cloud computing

• Resource provisioning: is scheduling and allocation of1646

resources to the cloud users from the cloud providers.1647

This process is conducted in various ways to enhance the1648

resource utilization in cloud computing such as adaptive1649

resource provisioning, dynamic resource provisioning,1650

user self-provisioning etc. [6,21,90].1651

• Resource scheduling: is a procedure or plan used to cal-1652

culate the required resources deliver to the cloud users1653

and when they will be required. It ensures that the efficient1654

and effective utilization of resources, realistic confidence1655

and early identification of resource capacity, restricted1656

access and conflicts [6,8,22,75,89,113,130].1657

• VM migration and placement: is a procedure of trans-1658

ferring a running VM among various PMs in data centers1659

without any interruption and disconnecting the cloud1660

users. Processing, networking and storage connectivity1661

is required during the VM migration from source to des-1662

tination PMs [25,31,98,149,150].1663

• Workload balancing: is the procedure of allocating1664

workloads and resources in a cloud computing sys-1665

tems. It requires initiatives to manage workload or users’1666

demands by assigning resources among multiple comput-1667

ers, networks or servers. It also includes accommodating1668

the distribution of workload and users’ demands that1669

exist in cloud computing [8,10,43,87,88,98,101,110,1670

112,113].1671

To achieve the optimal solution for resource allocation,1672

each algorithm, strategy or policy in cloud computing should1673

be aware of the status of all resources in the infrastructure. 1674

Then, the technique should be applied to achieve a better 1675

allocation of physical or virtual resources to the cloud users, 1676

according to the requirements pre-established in SLA by the 1677

cloud providers. 1678

Most of the research problems shown in the bubble graph 1679

are not addressed properly till date. Therefore, the authors 1680

recommend the application of recent meta-heuristic opti- 1681

mization techniques which have proven to be more effective 1682

than previous ones. These include league championship algo- 1683

rithm (LCA) [151] as detailed in [152], lion optimization 1684

algorithm (LOA) [153], optics inspired optimization (OIO) 1685

[154], sine cosine algorithm (SCA) [155], swallow swarm 1686

optimization (SSO) [156], teaching learning based optimiza- 1687

tion (TLBO) [157] and water wave optimization (WWO) 1688

[158] to mention but a few. 1689

Further, meta-heuristics algorithm can be improved in 1690

term of quality of solutions or convergence speed by combin- 1691

ing it with another population based, nature based, biology 1692

based or some local search based heuristic and meta-heuristic 1693

algorithms. One of the advantages of combining two popula- 1694

tion based meta-heuristic algorithms is that the shortcomings 1695

of one algorithm can be overcome by the strengths of another 1696

algorithm. Local based algorithms can be used to further 1697

improve the solution of population based algorithms. The 1698

best region in search problem is identified by population 1699

based meta-heuristic algorithms whereas the local search 1700

techniques help in finding the optimal solution. In addition, 1701

more research needs to consider other parameters aside from 1702
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the dominant time and cost. Hence, the authors recommend1703

that important parameters such as availability, priority, reli-1704

ability and execution time should be considered.1705

7 Conclusion and recommendations1706

This paper presents a systematic review of resource allo-1707

cation schemes and algorithms that are used by different1708

researchers and categorized these approaches on the basis of1709

problems addressed, schemes used and the performance of1710

the approaches. Based on different studies considered in this1711

review, we observed that different schemes did not consider1712

some important parameters and enhancement is required to1713

improve the performance of the existing schemes. This paper1714

would help cloud administrators, users and researchers, who1715

wish to carry out further research in resource allocation for1716

cloud computing environment in future.1717

Cloud computing as a business model needs to consider1718

user’s priorities about resource availability and allocation.1719

Therefore, IaaS cloud computing as an on-demand paradigm1720

should improve on user’s satisfaction through the priority1721

based resource allocation. It is recommended for further1722

research in the prioritization of resource allocation in rela-1723

tion to the finite available resources. Additionally, it is also1724

recommended that an extensive research is needed on energy1725

based resource allocation schemes especially with regard to1726

the data center green optimization. This review is intended to1727

serve as the basis for further research in resource allocation1728

for IaaS cloud computing.1729
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